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Abstract. Small and Medium-sized Enterprises (SMEs) make up
over 90% of businesses, yet access to sufficient financing options re-
mains limited and challenging, necessitating innovative lending so-
lutions that are better-tailored to SME data and needs. This paper
proposes a novel approach to cashflow analysis, crucial for support-
ing SME financing mechanisms, such as cashflow lending. Leverag-
ing Open Banking data, the proposed methodology integrates embed-
ding and clustering techniques to set the basis for dynamic, real-time,
and forward-looking assessment tools of SME cash positions. More
broadly, our approach serves as an early warning system for poten-
tial financial distress and facilitates proactive interventions and in-
formed data-driven decision-making for lenders. By employing sen-
tence transformers for bank transaction description embedding and
clustering for monthly transaction segmentation, early results un-
cover clusters of distinct spending behaviors and our forecasting ap-
proach outperforms initial baselines on empirical SME bank trans-
action data. Improving the categorisation and forecasting pipeline
by adapting embedding models to the idiosyncrasies of SME bank
transaction data and incorporating metadata for transaction data en-
richment is ongoing work.

1 Introduction

In the complex ecosystem of the economy, Small and Medium-sized
Enterprises (SMEs) play a pivotal role due to their significant con-
tributions to employment, innovation, and GDP [13]. However, one
of the challenges SMEs face is securing adequate financing, which is
critical for their survival and growth. SMEs frequently encounter sig-
nificant barriers to accessing traditional bank financing due to having
less easily accessible and usable data relative to larger corporations,
as well as more nuanced risk profiles (e.g., more volatile cashflows
and business operations). This leads to stringent collateral require-
ments and risk-aversion from financial institutions, creating the need
for alternative financing models better tailored to SMEs’ data and
needs [4].

Recent studies have advocated for innovative lending practices that
leverage predictive analytics and data-driven decision-making to im-
prove access to finance and enhance lending models [9]. Cashflow
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lending, for instance, allows SMEs to access finance based on cash-
flow rather than existing assets. This makes it more effective and
affordable than collateral-based lending, particularly for SMEs with
limited tangible assets [1].

The success of cashflow lending hinges on accurate and finan-
cial analysis of an SME’s cashflows. The advent of Open Banking
has revolutionised the access to financial data, providing an unprece-
dented opportunity to innovate how we analyse SME financial trans-
actions. A report by Mastercard [20] shows that SME owners are
willing to allow access to their company’s bank transaction data on
the basis that it decreases reliance on credit scores for loans. This
suggests the potential for significant increase in Open Banking up-
take and an eventual change in lending dynamics for SMEs.

Machine learning plays a pivotal role in this new landscape as it
can provide the basis for powerful analytics tools, such as cashflow
forecasting and bank transaction categorisation. In natural language
processing, embeddings refer to learned representations of words
or phrases as high-dimensional vectors, capturing semantic and
syntactic relationships and meanings. Bank transaction data is com-
monly presented in a non-standardised, semantically ambiguous,
noisy, and unstructured format, for example, a $25 subscription fee
for OpenAl’'s ChatGPT may appear in various forms depending
on the bank, such as 6789 01JAN24 CHATGPT SUBSCRIPTION
SAN FRANCISCO US USD 25.00VRATE 1.2345N-S TRN FEE
0.50 or OPENAI »CHATGPT SU US 25.00 VISAXR 1.2345
cD 6789. Therefore, data pre-processing and embedding models
can be crucial to infer the business context of a transaction and
for effective analysis of bank transaction data, extracting valuable
information and forming the basis for feature engineering in any
subsequent machine learning pipeline. Furthermore, bank transac-
tion data can exhibit high variance and a wide range of temporal
patterns across different bank accounts of a given company, different
companies, and different portfolios. Therefore, generalisability is a
key consideration when developing techniques for analysing such
datasets.

Accurate embeddings can significantly enhance financial analysis
potential by identifying patterns and anomalies in transaction data,
providing early warnings of financial distress and enabling proactive
interventions [8]. Techniques such as character-level embeddings or
subword embeddings can help capture the nuances of misspelled or
abbreviated words prevalent in open banking data [24]. Leveraging
detailed transaction embeddings allows financial institutions to bet-



ter assess the creditworthiness of SMEs, reduces reliance on tradi-
tional credit scores and facilitates access to financing [28]. Embed-
ding models can also contribute to the automation of categorisation
and analysis of transaction data, minimising the need for manual in-
tervention and reducing the risk of human error [16].

While the opportunities provided by embedding models for bank
transactions are substantial, the development of such models involves
addressing several challenges. Firstly, insufficient data and/or data
labels from SMEs with limited transaction history and business id-
iosyncrasies can hinder the development and generalisability of em-
bedding representations. Secondly, despite the increased access to
bank transaction data, this data is often noisy and non-standardised.
Bank transactions often include typographical errors and unconven-
tional abbreviations or shorthand descriptions that vary in format,
language, and detail [12], and often require labelling at a borrower
level rather than any models able to generalise across lending portfo-
lios. This makes standardisation and accurate interpretation difficult.
Thirdly, the length of bank transaction descriptions is typically short,
which limits contextual understanding. Unlike longer texts where the
meaning and context can be inferred from surrounding text, bank
transaction descriptions are often short and and need to be enriched
with metadata to capture meaning. Not only is the word-level mean-
ing important, the sentence, or description, level also provides valu-
able contextual information to bank transactions.

This work reviews the performance of different sentence-level em-
bedding techniques applied to business bank transactions data within
a broader machine learning pipeline. The sentence-level embeddings
of bank transaction data can be used in various downstream tasks,
including clustering, prediction, and change-point detection.

The focus of this work is to introduce a machine learning pipeline
for cashflow forecasting that can aid the analysis of SME’s financial
behavior using open banking data, employing embedding models to
extract meaningful information from the noisy, shorthand descrip-
tions of bank transactions. We build on the work by Kotios et al. [15]
and Toran et al. [30], and our key contributions are as follows. Firstly,
our machine learning pipeline for clustering bank transactions is un-
supervised and can thus be adapted without the need for quality la-
bels to a wide variety of businesses and use-cases. Importantly, this
approach may mitigate overfitting and generalise more effectively
across different companies and portfolios. Secondly, we show that
using cluster-level features from prior time-points can increase cash-
flow forecasting accuracy. Thirdly, we consider the idiosyncrasies of
bank transactions data and highlight the importance of developing
embedding models specifically tailored to this data.

We note that our contribution has applications beyond SME fi-
nance, in broader business-to-business (B2B) interactions, such as
commercial insurance underwriting and supplier risk assessments.
This work is also relevant in the business-to-consumer (B2C) lend-
ing space, where cashflow forecasting is often the only viable way to
assess borrower risk.

2 Related work

Bank transaction data has grown considerably with the expansion of
electronic banking [14]. The banking sector is well aware of the value
of customer information covering demographics, leisure, wealth, in-
surance, financial transactions, and so on. This section reviews lit-
erature relevant to our study, focusing on embedding techniques for
bank transactions. We explore methods for embedding bank trans-
actions, which transform transactional data into a structured format
amenable to machine learning algorithms. This review establishes the

groundwork for our proposed methodology by delineating the cur-
rent state of research and identifying gaps that our in-progress work
aims to contribute to.

2.1 Financial data for SMEs

The classical approach to SME assessment uses financial ratio—based
variables extracted from classical financial statements [17, 2]. The
risk assessment of SMEs using bank transaction data has gained sig-
nificant attention in recent years, highlighting the role of machine
learning in enhancing financial oversight and risk management. Kou
et al. [16] propose a bankruptcy prediction model for SMEs that uses
transactional data to demonstrate its predictive capability and eco-
nomic benefits. Similarly, Teng [29] discusses a financial risk mon-
itoring system that utilises both structured and unstructured trans-
action data, enhancing the efficiency of customer information pro-
cessing and fraud risk prediction. In the context of risk modelling,
Startseva et al. [26] present algorithms for analysing textual labels
in transaction data, enhancing the identification of high-risk transac-
tions and improving the accuracy of financial monitoring systems.

2.2  Embedding bank transactions

The effectiveness of text analysis methods like bag-of-words (BOW)
and word2vec is well-documented, and despite their simplicity, these
techniques remain prevalent in the field [21]. However, the intro-
duction of sentence embeddings marks a significant advancement,
offering a more nuanced representation by capturing contextual re-
lationships within sentences [23]. This development is particularly
beneficial in the financial sector, improving tasks such as credit risk
assessment, financial health analysis, and categorisation of spend by
providing a deeper understanding of semantic meanings.

In the lending sector, the integration of textual features has been
shown to improve the predictive power of credit risk models [32].
Transaction analysis provides key insights into user spending behav-
ior and financial health monitoring. Nevertheless, challenges such
as data sparsity, rare and missing words, misspellings, and uncon-
ventional abbreviations complicate the analysis of short-text bank
transactions [11]. To mitigate some of these issues, researchers
have explored various strategies, including the use of ontology and
Wikipedia data to enrich datasets and reveal hidden topics, thus ad-
dressing data sparsity issues [22, 31, 10, 3]. Additionally, the robust-
ness of FastText in handling misspelling errors has been particularly
noted, with its application in analyzing bank transaction descriptions
proving effective [30, 24]. To our knowledge, developing embedding
approaches that explicitly mitigate the main idiosyncrasies prevalent
in bank transaction data (e.g., unconventional abbreviations, short-
hand descriptions that vary in format, language, and detail) is still an
open research area.

2.3 Machine learning applications of embedded bank
transactions

Recent research has also highlighted the effectiveness of using sen-
tence embeddings within machine learning models to categorise per-
sonal bank transactions, as evidenced by recent studies [27, 11, 6, 8].
Although these methodologies can also be applicable to business
transactions, unique challenges need to be addressed for business
data due to the nature of the transactions. That is, SMEs will have
widely different customers and suppliers depending on the busi-
nesses sector, as well as spending categories that are specific to busi-
ness (e.g. advertising and consultants).



In response to these challenges, recent studies have started focus-
ing specifically on business and SME transaction data. Begicheva and
Zaytsev [5] use bank transaction embeddings to calculate macroeco-
nomic indices, while Kou et al. [16] conduct bankruptcy prediction
for SMEs. Both of these approaches demonstrate the value of using
transaction data to analyse a business’ financial position instead of re-
lying on the traditional method of using financial statements and ac-
counting data. Furthermore, Toran et al. [30] developed a model that
uses bank transaction text embeddings to train a discriminative deep
neural network classifier for bank transaction categorisation, achiev-
ing an average accuracy of 91%. In the context of their experiments,
this represents a significant improvement over the labels provided by
Plaid. Similarly, Kotios et al. [15] leveraged transaction embeddings
for categorisation and extended this to cash flow forecasting within
each category, finding that an XGBoost model delivered the highest
accuracy. Both of these approaches, however, still rely on a fixed set
of predefined categories and manual labeling, both of which often
unavailable in practise.

We propose an unsupervised approach for categorising bank trans-
actions. Such an approach avoids the need for manual labels (often
unavailable or requiring significant manual resources from domain
experts). It also mitigates overfitting, particularly important in this
context as business transactions vary widely across different sectors
and even across companies within a given sector.

3 Methods

In this section, we describe our approach for clustering and fore-
casting bank transaction data, and review a number of embedding
techniques for short-hand bank transaction descriptions. Recall that
bank transaction data includes different and inconsistent formats and
descriptions, making interpretability and analysis challenging. One
of our primary objectives is thus to develop a robust embedding ap-
proach that not only simplifies the representation of transaction de-
scriptions but also preserves their semantic and syntactic integrity, in
order to capture financial insight and inform decision-making.

3.1 Pre-processing

As mentioned above, when analysing bank transaction descriptions
we face several challenges because of the nature of our dataset. For
example, descriptions often include typographical errors and uncon-
ventional abbreviations or shorthand descriptions that vary in format,
language, and detail, making standardisation and accurate interpreta-
tion difficult. As in Toran et al. [30], the initial step in our pipeline
involves pre-processing the raw transaction data to ensure its quality
and suitability for analysis. We start this process by obtaining trans-
action datasets that include essential attributes such as the date, time,
description, and amount of each transaction. Given our focus on un-
derstanding expenditure patterns in the context of SME analysis, we
specifically filter these datasets to retain only outgoing transactions.
An important step of our pre-processing involves the application of
NLP techniques to clean and standardise transaction descriptions.
This standardisation is not only a linguistic correction but is aimed at
identifying various similar descriptions and turning them into a stan-
dard format that can be aggregated. For example, slight variations in
wording or abbreviations used across descriptions are standardised
to ensure that transactions with similar purposes are recognised as
such.

Once cleaned, the transaction descriptions are aggregated based on
their standardised form and the corresponding month. This step al-

lows us to compute description level features, such as the total, mean,
maximum and minimum expenditure, associated with each type of
transaction per month, offering a clear view of spending patterns over
time. We currently use the data without any filtering criteria, but fu-
ture work could include the removal of outliers (e.g., a large loan) or
restrictions on time (e.g., starting the day after a loan is dispersed) to
ensure the consistency and relevance of the data being analysed. The
raw data included 20,171 transactions, and after post processing and
aggregation we reduce it to 9,608 transactions. An example of this
process is shown in Figure 1.
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Figure 1. An example of the pre-processing and aggregation steps on raw
bank transaction description text.

3.2 Embeddings

Our objective is to identify an embedding method that is able to
represent bank transactions in an embedding space based on their
descriptions. Business transactions often have diverse descriptions,
making it challenging to track them accurately. By converting trans-
action descriptions into embeddings, similar transactions can be
grouped together based on their semantic and syntactic similarity.

To generate high-quality embeddings for short bank transaction
descriptions related to SME loans, we employ a comprehensive
three-phase methodology. This methodology encompasses the eval-
uation of existing pre-trained embedding techniques, fine-tuning of
selected models on our dataset, and the development of custom em-
bedding models specifically tailored for this domain.

As afirst step, we propose a comparison of several pre-trained sen-
tence embedding models. Our benchmarking efforts include a range
of widely used models, such as:

o FastText We consider a range of FastText models, encompassing
those pre-trained on extensive corpora such as Common Crawl
and Wikipedia.

e BERT Various BERT-based models have been adapted for
sentence embeddings, including Sentence-BERT (SBERT) and
SRoBERTa. Introduced by Reimers and Gurevych [25], the
SBERT model generate sentence embeddings by fine-tuning
BERT models specifically for semantic similarity tasks.

e Mixedbread-AI We include a recently introduced embedding
model provided by Mixedbread-Al, termed mxbai-embed-large-
v1, which has demonstrated effectiveness in capturing contextual
information in textual data [19].

e OpenAl Embeddings: Leveraging the language models devel-
oped by OpenAl, this embedding technique utilises pre-trained
models such as GPT-3 to generate rich, context-aware embed-
dings. These models are characterised by their understanding of
language nuances, making them effective in capturing the subtle
meanings embedded within complex transaction descriptions.



e Sent2Vec: Sent2Vec extends word2vec to sentences by learning
sentence representations directly, rather than averaging word em-
beddings [23].

In our initial work, we compare the performance of the two pro-
posed embedding models, SBERT and the pre-trained embeddings
from FastText trained on Common Crawl. After these pre-trained
embeddings are tried and compared, we plan to investigate enhanc-
ing the quality of the embeddings by fine-tuning or retraining the
embedding models specifically on bank transaction description data.

To assess and compare the efficacy of these pre-trained embed-
ding methods, we first analyse the singular value decay (SVD) of
the generated embeddings. We then utilise dimensionality reduction
techniques, such as Principal Component Analysis (PCA) or Lin-
ear Discriminant Analysis (LDA), to reduce the dimensions of the
embeddings based on the SVD to reduce the noise and increase the
clustering interpretability and to improve scalability, while preserv-
ing essential information.

3.3 Clustering and forecasting

The next step in our proposed pipeline is to apply a clustering algo-
rithm to the reduced embeddings. A variety of clustering techniques
can be tried here, including the traditional k-means and more recent
clustering approaches, such as CLASSIX [7], and one can use vari-
ants of the Hungarian algorithm to track clusters over time [18]. For
a given set of clusters, one can then forecast cashflow spend within
each cluster over time.

Given that the clustering will group transactions with similar se-
mantic meaning or structure together, such as expenses or revenue
categories, our forecasting model uses historical spending within
each cluster to predict future spend. This approach allows for a more
dynamic and accurate forecast of cashflows, with the ability to iden-
tify recurrent patterns and temporal behaviors specific to each clus-
ter. For example, recurring payments typically follow regular inter-
vals (e.g., monthly or quarterly), whereas operational expenses can
vary depending business type and sector. By embedding these trans-
actions into clusters, the model uses patterns to improve the accuracy
of future predictions. This clustering approach enables the model to
distinguish between periodic and more irregular financial flows, thus
informing the forecasting process with greater granularity.

4 Preliminary results

In the initial phase of our research, we explored two distinct em-
bedding models, SBERT [25] and FastText pre-trained on the Com-
mon Crawl corpus, for representing and clustering bank transaction
descriptions associated with SME loans. Our objective was to as-
sess these models’ ability to facilitate the understanding of SME
transaction data effectively. Our dataset included SME transaction
records, which we pre-processed following the methodology de-
scribed above. This step was essential to ensure the consistency and
relevance of our data for analysis. We then extracted embeddings for
each cleaned transaction description using the SBERT and FastText
models. SBERT, known for its deep contextual understanding due to
the underlying BERT architecture, provides nuanced language em-
beddings. In contrast, FastText captures a broader range of linguistic
features from its training on the extensive Common Crawl corpus. In
this work, we use the default embedding dimension for FastText and
SBERT, which are 300 and 384 respectively.

Singular value decomposition (SVD) is a matrix decomposition
on which PCA is based. To analyse and reduce the complexity of our
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Figure 2. An example of the clusters from the reduced sentence
embeddings of the FastText model pre-trained on Common Crawl.
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Figure 3. An example of the clusters from the reduced sentence
embeddings of the SBERT model.

embeddings, we used PCA, a statistical procedure that converts a set
of observations of possibly correlated variables into a set of values
of linearly uncorrelated variables called principal components. This
step reduces the dimensionality by transforming the original vari-
ables into a new set of variables, which are easier to analyse and
visualise. In both examples, the optimal number of components re-
turned by a SVD of the data matrix was 2.

After reducing the dimensionality of our embeddings, we apply
a k-means clustering algorithm with a predetermined choice of six
clusters to partition the reduced embeddings into distinct groups
based on similarity in feature space. Figure 2 and Figure 3 show
scatter plots of the first two principal components with clusters in-
dicated by color for the FastText and SBERT embedding models re-
spectively. Without the presence of labelled data at this stage, one
way to assess the embedding techniques is to visually examine the
cluster plots to assess whether distinct transaction groups are iden-
tified. The cluster segmentation shown in these plots demonstrates
how transactions with similar characteristics cluster together. Our
preliminary results highlight the potential of embedding techniques
like SBERT and FastText in transforming raw financial data into
structured insights that can enhance decision-making processes for
SMESs. However, without a labelled dataset it is more complicated to



evaluate which underlying mechanism is picked up by the embed-
ding techniques. By further refining these techniques (e.g., optimis-
ing the number of clusters and clustering approach) and expanding
our dataset, we aim to develop more detailed and accurate methods
for categorising and analysing SME transactions.

4.1 Forecasting

This section presents the preliminary results of our forecasting mod-
els, focusing on the efficacy of embedding techniques and clustering
in improving cashflow forecasting accuracy for SMEs. We compare
the performance of our baseline and machine learning forecasting
models, highlighting the comparative results obtained from applying
SBERT and FastText embeddings.

We apply the SBERT and FastText embedding models to an SME’s
transaction data, using the first two principal components to clus-
ter our data, as described in the section above. Using the resulting
data with cluster labels, we then developed two forecasting models:
a baseline model and an XGBoost model. The baseline model simply
uses the total spend per cluster in the previous month as our predic-
tions for the next month, that is, the baseline assumes the total spend
in any given cluster in any given month will remain the same for that
cluster in the next month. In contrast, the XGBoost model employs a
more sophisticated approach, including the cluster size (i.e., the num-
ber of unique embeddings/transaction descriptions) from the previ-
ous month and the total spend per cluster from the previous month,
to forecast the total spend for the forthcoming month.

Clustering was performed on the reduced data using k-means, ex-
perimenting with a range of cluster numbers from 5 to 9. For both
SBERT and FastText embedded data, cluster labels were generated
using the same process as defined in the previous section, and the
performance of the XGBoost model was compared against the base-
line model across these different cluster configurations. A simple grid
search was used to tune the parameters (maximum depth, learning
rate, number of estimators, and subsample) of the XGBoost model,
and the model with the tuned parameters was run over 10 different
random seeds to ensure robustness and stability of the results. The
primary metric for comparison was the Root Mean Squared Error
(RMSE) of the predicted total spend versus the actual total spend for
the next month per cluster. The average reduction in RMSE was cal-
culated to assess the efficacy of the XGBoost model relative to the
baseline.

The results, shown in Table 1, demonstrate that the XGBoost
model outperforms our baseline model. For SBERT embeddings,
the XGBoost model achieved an average RMSE reduction of 9.87%
across the various cluster sizes (5 to 9). Similarly, for FastText em-
beddings, the XGBoost model demonstrated an average RMSE re-
duction of 11.86% compared to the baseline model. These percent-
age reductions in RMSE indicate a notable improvement over the
simplistic baseline model. They suggest that the integration of more
sophisticated feature engineering and machine learning techniques,
such as those leveraging transaction embeddings and clustering,
holds promise for enhancing the accuracy of cashflow forecasting
for SMEs. The improvements observed, particularly with FastText
embeddings, underscore the potential benefits of further refinement
and tuning of these models.

Figures 4 and 5 show boxplots of the average RMSE values ob-
tained from the XGBoost model for each random seed across various
cluster configurations (5 to 9 clusters) using FastText and SBERT
embeddings respectively. As the number of clusters increases, both
the median and mean RMSE values generally decrease. This trend

Table 1. Baseline vs. XGBoost forecasting results for the clustered data
from both SBERT and FastText embeddings. Results are given as the
average RMSE and average standard deviation across iterations, rounded to

the nearest 1000 GBP.

SBERT
Clusters Baseline XGBoost
5 109000 (332000) 100000 (121000)
6 92000 (307000) 83000 (109000)
7 79000 (286000) 71000 (113000)
8 70000 (269000) 63000 (110000)
9 63000 (254000) 56000 ( 99000)
FastText
Clusters Baseline XGBoost
5 114000 (336000) 100000 (121000)
6 94000 (309000) 82000 (106000)
7 81000 (288000) 72000 (113000)
8 71000 (271000) 65000 (100000)
9 65000 (255000) 56000 ( 93000)
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Figure 4. Boxplot showing the RMSE results by iteration for the FastText
model pre-trained on Common Crawl.

aligns with expectations as distributing the total spend across a
greater number of clusters will inevitably lead to a smaller average
spend per cluster. For both experiments, XGBoost consistently out-
performs the baseline model across all cluster configurations. The
standard deviations of the RMSE values are lower for the XGBoost
model compared to the baseline in both embedding techniques. This
indicates that the XGBoost model not only improves accuracy but
also enhances the stability and reliability of the predictions.

These preliminary results demonstrate that leveraging embedding
techniques and more advanced machine learning models, such as
XGBoost, can improve cashflow forecasting accuracy for SMEs. The
observed reductions in RMSE highlight the potential for further in-
vestigation and model refinement, in particular the embedding ap-
proach. Additionally, multi-output regression models could be ap-
plied in the forecasting pipeline to simultaneously predict total spend
across all clusters, which accounts for the correlation across cluster
predictions, rather than implementing separate independent models
for each cluster.
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Figure 5. Boxplot showing the RMSE results by iteration for the SBERT
model.

5 Conclusion

In this work, we present an approach for clustering and forecasting
SME cashflow time series using bank transaction data. The ability
to effectively leverage SME bank transaction data has a wide range
of financial applications, however, this data presents a number of
idiosyncrasies that one must cater to. These include short sentence
lengths, lack of standardisation, unconventional abbreviations, and
shorthand descriptions that vary in format, language, and detail.

We describe a pre-processing pipeline that one can apply to in-
crease the standardisation and initial aggregation of bank transac-
tion data. We then consider several approaches to embed and cluster
the resulting dataset. Preliminary forecasting results obtained with
XGBoost and pre-trained embedding approaches using FastText and
SBERT outperform our baseline model. Our ongoing work consists
of two key steps. The first is to build on our discussion in Section 3.2
and to identify an embedding approach that best caters to the idiosyn-
crasies of bank transaction data. The second is to consider a wider
range of feature (e.g., metadata enrichment) and cross-correlations as
part of the machine pipeline to gain deeper insight into the repeated
patters and anomalies that underpin SME cashflows.

Our proposed machine learning pipeline for cashflow forecasting
can serve as a valuable monitoring and underwriting tool for lenders
to understand the SMEs’ financial health and operational strategies.
Such a tool can identify potential financial risks or opportunities
early, enabling better investment choices and/or more proactive man-
agement of existing investments.

6 Future work

While our current findings demonstrate the potential of clustering
and embedding techniques for improving cashflow forecasting accu-
racy, the scope of this study is limited by the subset of data used.
Specifically, we rely on a subset of our dataset representing a lim-
ited portfolio view of SMEs, which may not fully capture the diverse
business types and sectors across different industries. Exploring the
generalizability of our results is an important next steps, as cashflow
patterns can vary significantly depending on the operational sector,

scale, and region of businesses. Recall that our use of unsupervised
techniques was adopted with this inherent variance in mind, as it may
mitigate overfitting and generalise more effectively across different
companies and portfolios.

Seasonality is an important factor that we initially captured
through a time-dependent clustering approach. Many SMEs expe-
rience cyclical financial patterns driven by season-specific business
cycles or periodic events. By grouping transactions into clusters, our
goal is to identify and account for these recurring patterns, which
are important for cashflow monitoring. Such an approach allows the
model to detect seasonal trends and adjust forecasts accordingly, en-
hancing its robustness when applied to businesses with strong sea-
sonal dynamics. In future work, we will include longer timeframes
and a broader variety of SMEs across different industry sectors, as
well as explore further clustering and machine learning methods to
account for seasonality and more irregular or unexpected temporal
variation.

Additionally, we will work with domain experts to generate
ground truth labels for a diverse set of bank transactions. This will
offer a valuable additional evaluation mechanism as we enhance our
methodology to both cluster and forecast cashflow time series, as
well as help with user interpretability across different notable spend
categories within a business.
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