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Abstract
This study investigates the application of Large Language Models
(LLMs) for automating the categorization of bank transactions from
Small and Medium-sized Enterprises (SMEs) in the manufactur-
ing sector. Categorized bank transaction data provides real-time
insights into an SME’s financial health, yet automating this process
is still a significant challenge due to the lack of standardization,
sparse and ambiguous metadata, and the wide breath of potential
transaction types.

We analysed a dataset of 14,799 transactions, labeled into 24 cat-
egories, and achieved an accuracy of 80% for LLM-generated labels
when compared to human annotations by domain experts. Predic-
tive models using transaction embeddings were developed, with
performance evaluated through various train-test splits, including
a leave-one-company-out approach. The results highlight the LLMs
ability to categorise frequent transaction types but struggle with
low-frequency and ambiguous categories. Our findings highlight
the potential of LLMs to improve the efficiency and scalability of
financial data processing, enhancing access to financial services for
SMEs.

1 Introduction
Small and Medium-sized Enterprises (SMEs) are vital to the global
economy, representing a majority of businesses worldwide and
playing a key role in economic growth, employment, and inno-
vation. Despite their importance, SMEs face challenges when se-
curing financial resources, often being perceived as high-risk due
to their inconsistent cash flows, limited financial histories, and
non-standardised financial transactions. This creates a barrier to
obtaining financing, which is essential for the growth and sustain-
ability of these businesses, highlighting the need for an efficient
approach to assessing SME’s financial data.

The advent of open banking has the potential to reshape the
financial landscape due to the increased access to bank transac-
tion data. Although this data often presents challenges due to its
ambiguous, inconsistent, or incomplete transaction descriptions, it
also presents opportunities for innovation in assessing the financial
health of SMEs. Access to such data has enabled the development of
advanced machine learning (ML) and natural language processing
∗Both authors contributed equally to this research.

(NLP) techniques, which have shown promise in addressing some of
the traditional barriers faced by SMEs. These techniques facilitate
the categorisation of bank transactions, cash flow prediction, and
the broader assessment of financial viability.

However, despite the success, these approaches often depend on
manually labeled data, which is time-consuming to generate and
difficult to scale [4].

Weakly supervised techniques have emerged as a potential so-
lution to reduce the burden of manual labeling; however, this ap-
proach still faces limitations, such as relying on the development
of domain-specific heuristics (e.g., using specific rules to catego-
rize recurring transactions like rent or taxes) and the difficulty in
appropriately handling complex or ambiguous transaction descrip-
tions (e.g., "office supplies" could be categorized under inventory,
utilities, or general expenses depending on industry and business
model of the company). Furthermore, these models often suffer
from overfitting due to the wide variety of bank transactions and
category variation depending on the context (e.g., the nature of the
business—what’s considered "suppliers" for a manufacturing firm
may differ for a consulting company), necessitating further manual
labeling over time.

To mitigate these challenges, we explore the use of Large Lan-
guage Models (LLMs) to automatically generate labels for SME
bank transactions. LLMs, which are pre-trained on vast datasets,
have demonstrated abilities in understanding and generating text,
making them well-suited to capture the nuanced meanings in trans-
action descriptions, even when those descriptions are noisy or
incomplete [10]. This is particularly important in the financial do-
main, where transaction data can vary widely in format and detail.
LLM-generated labels can provide categorisation at scale, allowing
for the rapid and automated processing of large datasets without
the need for manual intervention [13]. This scalability is crucial for
financial institutions dealing with high volumes of transaction data
on a daily basis.

Our research builds on previous work in transaction classifi-
cation by incorporating LLMs into the label generation process,
moving beyond the limitations of weak supervision models and
manual labeling [24]. Our system is designed to handle a wide vari-
ety of transaction types, making it adaptable to different financial
environments. Much of the existing literature on transaction clas-
sification focuses on retail or personal banking datasets [23] [16]
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[6], which tend to be more homogeneous, cleaner and more pre-
dictable, while our research leverages a diverse proprietary dataset
from a portfolio of SMEs. This dataset contains a wide variety of
transaction types, with challenges unique to SMEs, including vari-
able transaction volumes, sector-specific behaviors, and short hand
annotations. By improving the automated labeling processes, finan-
cial institutions can improve risk assessments, and develop tailored
financial products for SMEs.

In the following sections, we review related work on text data la-
beling, embedding bank transactions, and LLMs in finance. We then
outline our methodology, including the dataset, pre-processing,
LLM-based labeling, and model evaluation. After presenting prelim-
inary results on labeling performance and predictive modeling, we
conclude with a discussion of future directions and key findings.

2 Related Work
Labeling bank transactions is crucial for analysing financial be-
haviors, assessing credit risk, and improving financial health mon-
itoring [30]. Traditional approaches rely on manual labeling by
experts, which, despite high accuracy, proved resource-intensive
and unscalable, especially given the diverse and volatile financial
activities of SMEs. Early ML models introduced rule-based systems
and supervised learning to automate transaction labeling, yet these
methods demanded extensive labeled datasets and struggled with
the unstructured and inconsistent nature of SME transaction de-
scriptions [22]. However, the reliance on labeled data remains a
significant limitation for achieving scalable, generalisable, and real-
time analysis [14]. Recent developments in NLP and LLMs have
been adopted to enhance the automation of transaction labeling
[8]. These methods provide more context-aware interpretations of
transaction data, reducing the dependency on manual interventions
and enhancing scalability [11]. The following sections explore the
current state of labeling bank transactions, the role of embeddings
in improving classification, and the introduction of LLMs in Fin-
Tech applications, particularly for handling the unique challenges
posed by SME financial data.

2.1 Labeling Text Data
Transaction labeling has relied on manual annotations performed
by domain experts. Despite being highly accurate this process de-
mands significant time and expertise, especially when processing
large volumes of transaction data, such as those of SMEs. Further-
more, manual labeling presents scalability challenges, particularly
when encountering complex or non-standardised short hand trans-
action descriptions. These challenges often result in bottlenecks,
limiting the speed and efficiency of financial data analysis [24].
In fact, developing large-scale labeled datasets manually can be
prohibitively expensive and time-consuming, making it impractical
for dynamic environments [26]. Weak supervision has emerged
as an alternative to address the limitations of manual annotation,
enabling the creation of labeled datasets without ground truth
labels. Weak supervision leverages domain-specific heuristics, user-
defined rules, or semi-supervised models to generate probabilistic
labels from noisy or incomplete data sources [21]. This approach
significantly reduces the time and effort required for labeling, im-
proving scalability in handling large datasets [3]. Weak supervision

techniques, like data programming, have proven effective in auto-
matically labeling datasets programmatically, relying on labeling
functions and heuristics rather than hand-labeling each data point
[12]. However, the use of rules and heuristics to programmatically
label dataset, is also one of the limitation of weak labels. In particu-
lar such dependence on predefined heuristics or labeling functions,
while reducing manual effort, may be difficult to scale and gener-
alise across diverse and complex datasets [25], especially in SME
businesses where transaction descriptions vary widely, and the
interpretation of the same transaction can differ significantly de-
pending on the context (e.g., company’s operations, nature of its
suppliers and customers, etc). Furthermore, these heuristics may
not be robust enough to handle ambiguous or noisy transaction
data, necessitating continuous refinement and domain-specific tun-
ing to maintain accuracy [9]. While weak supervision has proven
valuable for scaling transaction labeling, it still faces hurdles in
generalising across diverse datasets and dealing with noisy or am-
biguous texts. These limitations highlight the ongoing need for
improved techniques, such as leveraging LLMs and advanced ML
algorithms, to better handle the complexities of modern financial
transaction data.

2.2 Embedding bank transactions
The effectiveness of text analysis methods like bag-of-words (BOW)
and word2vec is well-documented, and despite their simplicity,
these techniques remain prevalent in the field [17]. However, the
introduction of sentence embeddings marks a significant advance-
ment, offering a more nuanced representation by capturing contex-
tual relationships within sentences [19]. This development is par-
ticularly beneficial in the financial sector, improving tasks such as
credit risk assessment, financial health analysis, and categorisation
of spend by providing a deeper understanding of semantic mean-
ings. In the lending sector, the integration of textual features has
been shown to improve the predictive power of credit risk models
[30]. Transaction analysis provides key insights into user spending
behavior and financial health monitoring. Nevertheless, challenges
such as data sparsity, rare and missing words, misspellings, and
unconventional abbreviations complicate the analysis of short-text
bank transactions [6]. To mitigate some of these issues, researchers
have explored various strategies, including the use of ontology
and Wikipedia data to enrich datasets and reveal hidden topics,
thus addressing data sparsity issues [2, 5, 18, 29]. Additionally, the
robustness of FastText in handling misspelling errors has been
particularly noted, with its application in analysing bank trans-
action descriptions proving effective [20, 24]. To our knowledge,
developing embedding approaches that explicitly mitigate the main
idiosyncrasies prevalent in bank transaction data (e.g., unconven-
tional abbreviations, shorthand descriptions that vary in format,
language, and detail) is still an open research area.

2.3 Large Language Models in Finance
The integration of LLMs into the financial sector represents an inno-
vative shift in how financial transactions are labeled and analysed.
As introduced above, transaction labeling relied on manual annota-
tion or weakly supervised methods, both of which required domain
expertise and significant time investment. These approaches lack
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scalability and generalisability, particularly in handling the com-
plexity and variety of financial transaction descriptions [15, 24].
Recent advancements in the development of LLMs offer an alterna-
tive or complimentary approach. LLMs can autonomously generate
high-quality labels for transaction data by leveraging their context-
aware understanding of incomplete or inconsistent descriptions [7].
This reduces the need for domain-specific heuristics and enables
scalable, real-time transaction labeling systems. Notably, models
like FinGPT and BloombergGPT have been developed specifically
for the financial sector, demonstrating superior performance in
financial natural language tasks such as sentiment analysis and
transaction categorisation [27, 28]. The ability of LLMs to under-
stand and process sector-specific language has further enhanced
their utility in the Fintech space. For instance, in applications where
transaction descriptions are often non-standardised and vary sig-
nificantly, LLMs have demonstrated the capacity to handle this
complexity through pre-training on diverse datasets [1]. Despite
their potential, LLMs face several limitations when applied in the
financial sector. One of the most significant challenges is the un-
structured and noisy nature of financial data. LLMs often struggle
to interpret incomplete or inconsistent data, which is common in
short hand financial transactions or reports.

3 Methods
In this section, we outline our proposed approach to categorise
SME bank transaction data. We begin by describing the dataset
and the pre-processing steps undertaken to prepare the data for
analysis. We then present an LLM-based labeling model and discuss
the evaluation metrics applied to assess model performance.

3.1 Dataset
The dataset consists of transactional data from three companies, all
operating within the manufacturing sector. Each dataset contains
attributes such as date, time, transaction description, and amount.
Transactions are labelled into 24 categories as shown in Table 1.

These categories capture a wide range of financial activities
relevant to the companies’ operations.

Our goal was to assign labels to the transactions using both
manual (human) and automated (LLM) approaches, followed by the
development of a ML model capable of predicting the labels based
on transaction embeddings.

3.2 Pre-processing
As mentioned above, when analysing bank transaction descriptions
we face several challenges because of the nature of our dataset. For
example, descriptions often include typographical errors and un-
conventional abbreviations or shorthand descriptions that vary in
format, language, and detail, making standardisation and accurate
interpretation difficult. As in Toran et al. [24], the initial step in
our pipeline involves pre-processing the raw transaction data to
ensure its quality and suitability for analysis. We start this process
by obtaining transaction datasets that include essential attributes
such as the date, time, description, and amount of each transaction.
An important step of our pre-processing involves the application
of NLP techniques to clean and standardise transaction descrip-
tions. This standardisation is not only a linguistic correction but is

Table 1: The categories used for the bank transaction data
labels.

ATMWithdrawals
Charges / Fees
Cheques
Credit Cards
Debt / Loan Repayments
Directors Loans
Inventory
Interest
Intra-company Transfers
Loan Inflows
Marketing / Advertising
Other Income
Other Outgoing
Payroll / Consultants
Refunds
Rent
Revenue
Sundries
Software / IT
Suppliers
Tax
Travel
Unpaid
Utilities

aimed at identifying various similar descriptions and turning them
into a standard format that can be aggregated. For example, slight
variations in wording or abbreviations used across descriptions are
standardised to ensure that transactions with similar purposes are
recognised as such.

Once cleaned, the transaction descriptions are aggregated based
on their standardised form and the corresponding month. This step
allows us to compute description level features, such as the total,
mean, maximum and minimum expenditure, associated with each
type of transaction per month, offering a clear view of spending
patterns over time. We currently use the data without any filtering
criteria, but future work could include the removal of outliers (e.g., a
large loan) or restrictions on time (e.g., starting the day after a loan is
dispersed) to ensure the consistency and relevance of the data being
analysed. The raw data for the three selected companies included
14,799 transactions, and after post processing and aggregation we
reduce this to 1,720 transactions.

3.3 LLM-based labelling
For each transaction, the model was given the cleaned and stan-
dardised description as input and tasked with predicting one of the
24 categories in Table 1. We utilised OpenAI’s GPT-4 Mini for gen-
erating the LLM labels. The performance of the LLM was evaluated
by comparing its labels against the human-labelled dataset.
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3.4 Label prediction model performance and
evaluation

Once the transactions were labelled using an LLM, we explored the
feasibility of building a predictive model using the transaction em-
beddings. Transaction embeddings, generated using a transformer-
based architecture, were used as input features for the classifier.
We experimented with various train-test splits to assess the gener-
alisability of the model. These splits included a random 80/20 split
across the selected three companies and a leave-one-company-out
split. For both splits, we used accuracy as the primary evaluation
metric, and explored the use of other metrics such as F1-score to
handle the imbalance across transaction categories.

4 Preliminary results
This section presents preliminary findings on the performance of
the labeling methodologies and predictive models. The accuracy of
labels generated by the LLM is evaluated against domain expert an-
notations, highlighting strengths and weaknesses across categories.
The effectiveness of the embedding-based predictive model is as-
sessed using various training and testing strategies. Additionally,
an error analysis identifies common challenges, particularly with
ambiguous transaction descriptions and variations across compa-
nies.

4.1 LLM labelling performance
When comparing the LLM-generated labels to the human-annotated
ground truth, we observed that the LLM achieved an accuracy of
80%. The model performed well in categories such as Tax, Payroll /
Consultants, and Suppliers, where transaction descriptions were
relatively consistent. However, its performance dropped in cate-
gories withmore ambiguous or vague descriptions, such as Sundries
and Other Outgoing, where additional context or domain-specific
knowledge was required to assign the correct label.

Figure 1 shows that for the categories Other Income, ATMWith-
drawals, Cheques, and Debt / Loan Repayments the accuracy com-
pared to manual labels was 0% due to the low frequency of these
transactions, whereas more common categories, such as Charges /
Fees and Tax saw an accuracy near 100%.

4.2 Embedding-based predictive model
Following the label generation from the LLM, an investigation
was conducted to determine whether a predictive model could
effectively assign labels to a larger dataset without relying on LLMs.
This approach aims to enhance scalability and efficiency in the
labeling process by using transaction embeddings and reducing the
reliance on LLMs for data security reasons.

We evaluated several models, including logistic regression for its
interpretability, XGBoost for its robustness against overfitting, and
deep neural networks (DNN) for their ability to capture complex re-
lationships in the data. The performance of these predictive models
is evaluated through different training and testing strategies.

4.2.1 Random 80/20 split across all companies. When training the
labelling model using transaction embeddings on a randomly se-
lected 80% of the data and testing on the remaining 20%, we achieved

Figure 1: Accuracy of the LLM vmanual annotations for each
category.

an accuracy of 79%. The results of the three tested models is illus-
trated in Figure 2. This result demonstrates the model’s ability to

Figure 2: A box plot showing the accuracy of the embedding-
based predictive models, including logistic regression, xg-
boost, and DNN, for labelling transactions using a random
80/20 test/train split.

reasonably predict the label of unseen transactions within the same
company or across companies when the training data is represen-
tative.

4.2.2 Leave-one-company-out split. Themodel’s performance dropped
to an accuracy of 48% when training on two companies and testing
on the third. This drop in accuracy suggests that transaction pat-
terns and descriptions may vary across companies even within the
same sector, making generalisation more challenging. One possibil-
ity is that the transaction format is dependent on the bank provider.
For the three companies examined, data across three different bank
providers was included. This highlights the need for either addi-
tional training data or more sophisticated techniques to improve
performance when generalising to new companies.
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4.3 Error analysis
Figure 3 reveals transactions where the LLM-generated labels devi-
ate from the manually annotated ground truth. Categories such as
Cheques, ATM Withdrawals, Other Income, and Debt / Loan Re-
payments demonstrate the most pronounced discrepancies. These
errors can be attributed to two primary factors: the low frequency
of transactions in these categories and the ambiguity in transaction
descriptions. The label-imbalanced nature of the dataset poses a
challenge for classification accuracy. Categories like Revenue, Sup-
pliers, and Payroll / Consultants have higher transaction counts, re-
sulting in more training data for these labels. As a result, the model
demonstrates strong performance in these categories, achieving
high accuracy rates. For instance, the model correctly classified 160
transactions under Revenue, with minimal misclassifications. How-
ever, for categories such as Cheques and Debt / Loan Repayments,
the limited number of examples negatively impacted the model’s
ability to generalise. Without prior training or fine-tuning on spe-
cific transaction categories, the zero-shot model relies entirely on
its pre-trained language understanding to assign labels. In the case
of low-frequency categories, the model does not receive sufficient
context to accurately predict these labels, potentially leading to mis-
classification. The ambiguity of transaction descriptions presents
another key source of error. Categories such as Sundries and Other
Outgoing—which inherently lack clear a definitions. These cate-
gories require greater context or domain-specific knowledge to be
accurately labeled. The confusion matrix shows that Other Outgo-
ing and Sundries were frequently confused with other categories
due to their broad nature, which often encompasses transactions
with unclear or generalised descriptions. Bank transaction descrip-
tion are usually made up of non-standard abbreviations and short
hand text, which complicates the model’s ability to understand con-
text and give the correct label, often confusing similar categories as
we can observe in the classification patterns. For example, Payroll /
Consultants and Suppliers were frequently confused by the model.
This suggests that the it could not differentiate between payments
for suppliers and those for consultants as both categories often
involve similar descriptions, such as invoices or payment refer-
ences. Similarly, the confusion between Revenue and Other Income
illustrates challenges in distinguishing between different types of
income transactions. While the model achieved high accuracy for
Revenue, several Other Income transactions were misclassified as
Revenue.

For the predictive model, errors in the leave-one-company-out
setup were more pronounced in company-specific categories, high-
lighting the need for either more training data or improved feature
representation to capture the nuances of different companies’ fi-
nancial activities.

5 Future work
While our results demonstrate promising accuracy in LLM-generated
labels for SME bank transactions, particularly when compared to
human annotations, several challenges remain. One area for fu-
ture research is the handling of sensitive financial data. Given the
privacy concerns associated with sensitive bank transaction data,
making sure that these models are both secure and compliant with
regulations is essential.

Figure 3: Counts of correct and incorrect labels for each cate-
gory.

In terms of model performance, future work should focus on
improving accuracy for low-frequency or ambiguous categories,
such as Sundries and Other Outgoing, where additional domain-
specific context may be required. Leveraging few-shot learning
and fine-tuning LLMs on selected transaction types could help the
models generalise better in these cases, enhancing performance on
less common categories. Additionally, an investigation into whether
predictive models can effectively assign labels without relying on
LLMswas conducted. This approach aims to enhance scalability and
efficiency by utilizing transaction embeddings while addressing
data security concerns. Further work is needed to improve the
generalizability of these models to new companies across various
sectors.

Additionally, a hybrid approach combining different techniques,
such as FastText embeddings or other word vector models, with
weak labeling frameworks could also be explored. This method
would allow the combination of weak supervision with various
models to further enhance label accuracy and tackle the limitations
of any single technique.

Finally, improving interpretability remains a significant chal-
lenge. LLMs function as black-box models, which raises concerns
especially for non-expert users if the main users interaction with
the model are non-experts. Developing methods to explain model
predictions in a clear, explainable, and interpretable way is impor-
tant, particularly in real-time decision-making scenarios. Ensuring
that these models are transparent and interpretable will improve
trust and facilitate their broader adoption by financial institutions.

6 Conclusions
In this paper, we explored the use of LLMs to automate the categori-
sation of SME bank transactions, demonstrating promising accuracy
compared to human-labeled data. Our findings suggest that LLMs
are effective at generating labels for the majority of transaction cat-
egories, particularly those with recurring descriptions such as Tax
and Payroll. However, challenges remain in handling ambiguous
or infrequent categories like where additional domain-specific or
even company-specific knowledge may improve performance.
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The scalability of LLMs offers significant potential for financial
institutions looking to reduce the time and cost associated with
manual transaction labeling. By automating this process, institu-
tions can improve their risk assessments and develop more tailored
financial products for SMEs. This automation can pave the way for
easier and more transparent access to funding for SMEs that often
struggle to secure traditional financing due to inconsistent finan-
cial histories or limited access to formal credit assessments. With
improved portfolio monitoring, these businesses can increasing
their chances of obtaining funding for growth and sustainability,
despite, in some instances, not having a clear and sounds financial
history. Nevertheless, the black-box nature of these models and
the sensitive nature of financial data highlight the need for further
work on model interpretability and privacy-preserving techniques.

Overall, this study underscores the potential of LLMs to mod-
ernise transaction classification for SMEs, facilitating more accessi-
ble and equitable financial services. As future research addresses
privacy concerns, improves accuracy and model interpretability,
LLMs could become important tools in supporting SMEs’ access to
funding and financial growth.
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